Building a Semantic Web of Things: issues and perspectives in information compression
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Abstract

The paper surveys some relevant issues related to data management in pervasive environments. Particularly, it focuses on the compression of semantic annotations for building so called Semantic Web of Things. An approach is proposed to achieve good compression ratios, to maintain compression effectiveness and finally to query compressed data without requiring expensive decompression phases. Experimental results prove the goodness of the proposed framework.

1 Introduction

The Semantic Web of Things (SWoT) is an emerging vision in Information and Communication Technology, joining together some of the most important ICT paradigms of the decade: the Semantic Web and the Internet of Things.

The Semantic Web initiative [2] aims at allowing available information in the World Wide Web to be seamlessly shared, reused and combined by software agents. Each available resource in the semantic-enabled Web should be annotated, using RDF\(^1\), w.r.t. an OWL ontology \(^2\). Both RDF and OWL are defined through an XML Schema\(^3\).

The Internet of Things vision [7] promotes on a global scale the ubiquitous computing paradigm. In ubiquitous and pervasive contexts, intelligence is embedded into objects and physical locations by means of a relatively large number of heterogeneous micro-devices, each conveying a small amount of useful information. Such information should be automatically extracted and processed by mobile devices, in order to better support the current activity of a user and satisfy her needs.

This paper focuses on the compression of semantic annotations, a relevant technical aspect for SWoT architectures. XML formats adopted in the Semantic Web are too verbose to allow efficient data storage and management in mobile environments. Compression techniques become essential in order to enable storage and transmission of semantically annotated information on tiny mobile devices such as Radio Frequency IDentification (RFID) tags or wireless sensors. Moreover, the benefits of compression will apply to the whole ubiquitous computing environment, as decreasing data size means shorter communication delays, efficient usage of bandwidth and reduced battery drain.

Manifold aspects should be analyzed when evaluating approaches to compression for the SWoT: compression ratio, compression efficiency (particularly, time and main memory usage are critical, the former due to the highly dynamic nature of pervasive contexts, the latter because current mobile computing devices have low memory amounts and implement less sophisticated memory management techniques than PCs); efficiency and effectiveness of queries on compressed data (recent research has been increasingly focused on compression schemes for XML documents allowing to directly query encoded annotations [10] which would eliminate the need for decompression before query evaluation).

The remainder of the paper is organized as follows. Section 2 describes the architectural framework for enabling a Semantic Web of Things, introducing the role of compression. In Section 3 several solutions are discussed for the compression of XML-based document instances, and a novel approach is introduced, using DIG [1] as reference language. Section 4 reports a performance comparison of the discussed algorithms. Conclusions are presented in Section 5.
2 Architecture for a Semantic Web of Things

The goal of the Semantic Web of Things is to embed semantically rich and easily accessible information into the physical world. To this aim, Knowledge Representation tools and technologies must be adapted to functional and non-functional requirements of mobile computing applications.

In [12] we proposed a possible architecture for the SWoT (illustrated in Figure 1), based on a Knowledge Base model, named ubiquitous Knowledge Base (u-KB). The u-KB layer provides common access to information embedded into semantic-enhanced micro-devices (such as sensors or RFID tags) populating a pervasive environment. It comprises the specification of components and operations of a u-KB, as well as a distributed application-layer protocol for fully decentralized dissemination and discovery of knowledge embedded within micro-devices. As reference formalism for resource annotation and matchmaking we exploit ontology languages originally conceived for the Semantic Web effort, particularly DIG [1], which is a more compact equivalent of OWL-DL. As figure shows, information processing and reasoning tasks can be performed either by local hosts (so enabling semantic-enhanced ubiquitous applications) or by a remote entity so integrating the local environment with the WWW. Reuse of Semantic Web standards is the key to simplify the integration of u-KBs in larger information infrastructures.

In a u-KB, knowledge is scattered within a smart environment, as KB individuals are physically tied to micro devices deployed in the field. For example, in RFID-based scenarios, each individual is represented by a semantically annotated object/product description, stored within the RFID transponder the object is clung to. Each annotation refers to an ontology providing the conceptual model for the specific domain. Figure 2 reports a very short example of DIG document, describing a delivery of refrigerated cow milk w.r.t. a given ontology for the food products domain. Current identification and sensing technologies require a semantic adaptation in order to define data formats and storage schemes to host such semantically an-

```
<defindividual name="milk_delivery_M2"/>
<instanceof>
<individual name="milk_delivery_M2"/>
<and>
<catom name="cow_milk/>
<all>
<ratom name="processed_with"/>
<catom name="refrigeration"/>
</all>
</and>
</instanceof>
</tells>
```

3 Compression approaches and tools

In what follows we focus on compression approaches and tools. First of all, a general background is provided, discussing the most widespread general-purpose and XML-specific algorithms and their relevant properties. Afterwards the proposed solutions are presented.

3.1 Background

Lossless compression is based on substitution of symbols (or groups of symbols) with code words, which is performed according to a statistical model for the input source. Based on the reference model, algorithms can be categorized into three families: static, semi-adaptive, and adaptive [5]. Static compression uses either fixed or no statistics. Semi-adaptive compression works in two steps: the input data is scanned once for statistics collection and again for encoding. In adaptive compression, statistics are gathered and dynamically updated along with compression.

`gzip` is a very popular universal compression tool. It is based on a variant of the LZ77 Ziv-Lempel algorithm [15]. Basically, it searches for character sequences occurring at least once within the file to be compressed. Then it substitutes further occurrences with the pair: `distance` (in byte) from the first instance, `length` of the sequence itself.

**Huffman encoding** [6] and **arithmetic encoding** [14] are semi-adaptive compression techniques. The former uses a variable-length code table (the huffman tree), determined by evaluating the frequency of each symbol (i.e., the source model). The huffman tree is built so that the most common symbols are encoded using bit strings shorter than less common ones. In arithmetic encoding, instead, the whole

*GZIP compression utility: http://www.gzip.org/*
message is represented by a real value between 0 and 1. Disjoint sub-intervals of the \([0, 1]\) are assigned to all possible symbols: the length of each sub-interval depends on its frequency. Then the encoding of a message is performed as in Algorithm 1. At the beginning, the message corresponds to the whole \([0, 1]\). Then each symbol of it progressively reduces the size of the interval proportionally to its sub-interval. In this class of algorithms and tools, the PAQ family [9] currently has the best compression rates, but its processing and memory requirements are far beyond the capabilities of mobile computing devices.

Higher compression rates can be achieved by algorithms specifically designed for XML encoding. An important feature of XML compression is homomorphism [13]. It preserves the structure of the original XML data. On the contrary, with non-homomorphic algorithms the document structure is not recognizable after compression. Homomorphism may allow to evaluate queries directly on compressed formats, by detecting document pieces satisfying query conditions without a preliminary decompression.

XMLMill [8] is an efficient schema-aware XML compressor. It is based upon splitting XML content into different containers, which are separately compressed and sequentially stored in the output file (hence XMLMill is non-homomorphic). XMLMill performances are better than generic compressors for medium and large XML documents, whereas for small files (up to 20 KB approximately) they are penalized by the small size of containers. Instead, DPDT [4] adopts a syntactic approach to XML compression. A DTD or XML Schema is considered as a Dictionary Grammar, which is a variant of a Context Free Grammar. The document is encoded using Partial Prediction Matching (PPM), an adaptive encoding technique. Obtained compression rates are higher than XMill, though PPM-based compressors are generally slower.

XPRESS [10] exploits reverse arithmetic encoding, a semi-adaptive algorithm. In the first step, statistics are gathered and each XML tag is mapped to a numeric interval proportional to its frequency. In the second step, arithmetic encoding is applied: the message to be encoded is the sequence of tag labels, starting with a given tag and going toward its ancestors up to the root tag (hence the adjectival “reverse”). Furthermore, a type inference component detects data types of XML attribute values and a specialized encoding method is applied for each of them (numbers, dates, etc.). Experimental results showed XPRESS achieves high query performance for XML data and it allows updates to be performed directly on compressed data. Compression rates, though, are lower than other methods.

In [3] we proposed a simple compression algorithm and tool for DIG document instances, named DIGCompressor. Experimental tests in a Bluetooth-based testbed and RFID simulations that evidenced its suitability to pervasive contexts. DIGCompressor exploits the peculiarities of the DIG XML Schema, which comprises at most 40 different tags; no text is allowed inside any tag and only specific tag attributes are permitted. Pure data (XML elements and attributes) and data structures (attribute values) are encoded in different ways. Three fundamental compression stages are performed. (1) Data structures packing. It encodes the DIG document structure. A unique 8-bit code is statically associated to each element or attribute in the DIG XML Schema. Compression is homomorphic. (2) Attribute values packing. Most recurrent attribute value strings are identified and encoded with 16-bit sequences. A header of the compressed file is thus built, containing the decoding table. Therefore this compression step is semi-adaptive. Since a simple code substitution is applied, homomorphism is obeyed. As the use of the header could lower compression performance for short files, a heuristic rule was adopted: only attributes above both a length threshold and a frequency threshold are encoded. (3) Zlib packing. Finally zlib library\(^2\) is exploited to apply a final compression level. It is based on the Ziv-Lempel compression algorithm, which is adaptive and non-homomorphic, as said above.

### 3.2 COX

Here we introduce a novel approach for the compression of XML-based semantic annotations. Its main goal is to support queries directly on compressed data. To this aim, Reverse Arithmetic Encoding (RAE), a semi-adaptive and homomorphic technique (also used in XPRESS [10]) was adapted. The approach was implemented into a pair of tools called COX (Compressor for Ontological XML-based languages) and DECOX (DECompressor), respectively. They can be used for documents in RDF, DIG and OWL.

Similarly to DIGCompressor, two different solutions are adopted to encode data structures and data. For data structures (XML tags and attributes), RAE is used. For the document data section, the most recurrent words are encoded like in DIGCompressor. Both techniques require a two-step process. In the first step the XML document is parsed and

---

\(^2\)ZLIB library, available at http://www.zlib.net
statistics are gathered. In the second step compression is performed and output is written.

First step. DIG and OWL languages only contain tags, attributes and attribute values (excluding other syntax elements such as comments and processing instructions). COX deals with both tag and attribute names in the same way, only distinguishing the latter by means of a “@” prefix added to the name. Therefore, from now on with the word “tag” we will refer either to tags or attributes. After parsing, an adjusted frequency of each tag name is computed as ratio between the number of occurrences of the tag and the total document tags. The interval $[d, D] = [1.0 + 2^{-7}, 2.0 - 2^{-15}]$ is split in disjoint sub-intervals associated to each single tag. In [10] the length of each sub-interval is proportional to the adjusted frequency of the tag, but our experimental evaluations proved this approach can lead to errors in decompression for tags with a very low frequency (in the mental evaluations proved this approach can lead to errors). Using 32-bit floating point representation, the first byte will always be $10111111$. DIG and OWL languages only contain tags, and COX behaves very similarly to XPRESS.

Experimental tests were performed in order to assess benefits and drawbacks of different compression approaches for semantic annotations in the SWoT. Table 1 reports a summary of the most relevant characteristics of compared algorithms. The latest version of DIGCompressor (which is optimized for execution speed) has been used. DIGC1 and DIGC2 respectively refer to the first step only and to both first and second steps of DIGCompressor. DPDT and XPRESS cannot be tested, since they are not publicly available. Only DIGC1, DIGC2 and COX are homomorphic.

Performance comparison has been carried out evaluating three fundamental parameters pointed out in Section 1: (1) compression rate, defined as $1 - \frac{\text{size}_\text{compressed}}{\text{size}_\text{uncompressed}}$; (2) turnaround time, i.e., the overall duration of the compression; (3) memory usage of compressor process. Tests were performed using a laptop PC equipped with an Intel P8400 Core 2 Duo CPU (2.27 GHz clock frequency), 3 GB RAM at 800 MHz and Ubuntu 9.04 GNU/Linux operating system.
with 2.6.27 kernel version and Valgrind [11] 3.4.1 profiling toolkit. To obtain a complete picture of performance, 12 DIG documents of different size were used: 6 are semantic annotations of individual objects/products in hypothetical SWoT scenarios and 6 are domain ontologies, which are significantly longer.

Figure 3 shows the resulting compression rate. For each DIG file, the original size in byte is reported. COX and DIGCompressor were respectively the worst and the best performer. Compression rate of COX is somewhat sacrificed to allow general-purpose compression of XML-based Semantic Web languages with support for direct queries on the encoded format. DIGC1 and DIGC2 performed equally or better than gzip and XMill for short annotations, whereas their performance decreased for ontologies.

W.r.t. turnaround time, each test was run 10 times consecutively, and the average of the last 8 runs was taken. Results for annotations are reported in Figure 4-a. DIGC1 and DIGC2 performed very well on such small DIG documents, equaling the highly-optimized gzip tool. XMill and COX suffer from the inherent complexity of their algorithms, but absolute results they produce are still acceptable. For ontology documents, as depicted in Figure 4-b, the situation changed. DIGC2 and DIGCompressor have significantly higher turnaround times for input longer that 100 kB. COX provides acceptable performance, whereas DIGC1 proves itself highly efficient.

Finally, memory usage analysis was performed using Massif tool of Valgrind debugging and profiling toolkit. For our comparison, only the memory peak was considered. Results are reported in Figure 5. XMill and gzip, due to their particular structure, use almost constant memory amounts regardless of the input size. DIGCompressor exploits about 300 kB for small annotations, growing up to 460 kB for bigger ontologies. COX is much more efficient (24 ÷ 35 kB) for small documents, but its memory peak exceeds DIGCompressor for largest inputs. Finally, DIGC1 and DIGC2 are very lightweight (< 8 kB) for the six annotations, and grow linearly for longer documents while remaining more efficient than the full DIGCompressor.

5 Conclusion

Compression techniques are fundamental in scenarios involving mobile devices such as RFID tags or wireless sensors. The paper proposed significant issues in this field, also
showing possible future directions: a homomorphic compression approach is outlined allowing to avoid expensive decompressions before querying managed data.
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