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Abstract. We present a semantic-based approach to multi-issuerailaegoti-
ation for e-commerce. We use Description Logics to modeégtements, and
relations among issues as axioms in a TBox. We then introduogic-based
alternating-offers protocol, able to handle conflictinfpimation, that merges
non-standard reasoning services in Description Logick wtitity thoery to find
the most suitable agreements. We illustrate and motivatehthoretical frame-
work, the logical language, and the negotiation protocol.

1 Introduction

Fully automating negotiation mechanisms in e-marketdamdls for adopting logi-
cal languages to model and reason on advertisements whehevweegotiation has to
take place on complex descriptions, going beyond plainfteréntiated goods, where
a single issue (usually price) is amenable to negotiati@sdiption Logics (DLs) are
natural candidates languages for this purpose: they ateatsie of Semantic Web Lan-
guages and they can be much more expressivedtwrPropositional Logic, yet they
have decidable inference problems that can be useful in &auaf negotiation scenar-
ios. In this paper, in particular, we present a DL-based@ggir to multi-issue bilateral
negotiation and introduce a novel logic-based alternabiigrs protocol. The proto-
col merges DLs formalism and non-standard reasoning sxwigth utility theory, to
find the most suitable agreements. To this aim it takes intowat existing logical re-
lations between issues in requests and offers and relaité@siof agents, expressed
through logical formulas. The roadmap to the rest of thisgpapas follows: next Sec-
tion outlines the approach and assumptions we make. Thenave on to the logical
formalism we adopt. Section 3 presents and motivates thegubwve devised. We dis-
cuss features of the protocol in Section 4. A brief analysiglevant related work and
a summary of the approach close the paper.

1.1 Scenario and Assumptions

We consider a marketplace of peer entities where users stheirisemantically anno-
tated descriptions, and negotiations among agents take mia fully automated way.
We start outlining: thenegotiation protocqli.e., the set of rules that specifies how an



agreement can be reached; ttegotiation strategythat specifies the action to take in
each situation, given an explicit set of rules specified erikgotiation protocol [15];
theutility functionof the agents, which is used to evaluate the possible outsofribe
negotiation [11]. The assumptions characterizing the @sed negotiation mechanism
are:

one-to-many the negotiation is a one-to-many negotiation, since thyetisiagent will
negotiate simultaneously with otherdifferent agents — each one representing a seller,
whose offer has been previously stored in the e-marketplace

rationality : agents areational, they behave according to their preferences and seek to
maximize their utilities [11, p.19] doing in each step theamium possible concession,
i.e., the concession involving the minimum utility loss, seetpcol Section 3.

incomplete information: each agent knows its utility function and ignores the oppo-
nent disagreement thresholds and utility functions.

conflict deal disagreement is better than an agreement iff the ageiitty over such

an agreement is smaller than disagreement threshsdd$y the agent before negotia-
tion starts. Therefore when the agent’s utility derivingrfraccepting an agreement (or
going on with the negotiation) and opting out it is the sarmjll prefer not to opt out
[11].

Here we just give a quick outlook of the protocol we proposéhim framework,
and will thoroughly detail it in Section 3. The protocol isspired to Rubinstein’s
alternating-offers one [16]. In that setting an agent staraking an offer to its oppo-
nent, who can either accept, make a counter-offer or exihégmtiation. If a counter-
offeris made, the negotiation goes on until one of the agertspts an offer or exits the
negotiation. In some cases there is a negotiatieadlineg if such deadline is reached
before one agent has accepted an offer, the negotiationieraigonflict deal. Our
protocol anyway is different from that of Rubinstein; adlpae considermulti-issue
negotiation buyer and seller do not negotiate on a single item or on desimgndle of
items, but on many issues, which are related with each dtiheagh an ontology; such
issues may also characterize more complex itegrg, (n a computer store domain a
notebook equipped with Wi-Fi adapter and DVD recorder).eNalso that at this stage
of our work we do not consider a time deadline. The protocabided out by a finite
set of step§ the negotiation always terminates because either thesagnet has been
reached or because one agent opts out. The agent who motesdakected randomly
for each negotiation. At each step the agent who moves hashwiges:concedeor
opt out while the other onetands still Agents are forced to concede untilagical
compatibilityis reached between the initial request and the supplyuntil the incon-
sistency sources are eliminated. At each step, amongseadiiiowed concessions that
satisfy the concession criteria enforced by the prototd,agent should choose the
concession that gives the highest utility to itself: thimimal concessiarTherefore a
concession should bminimal w.r.t. the utility loss paid by the agent who makes the

% Disagreement thresholds, also called disagreement gayoffeservation values, are the min-
imum utility that each agent requires to pursue a deal [15].

4 In the following, for the sake of simplicity, we always deber an interaction between only
two opposite agents; although we notice that multiple riagjohs can be performed at the
same time, amongneagent andnanycandidate partners.



concession [9]. The negotiation ends either if a logical patibility is reachedthe
negotiation succeelisr if one agent opts outlfe negotiation ends in a conflict déal
For what concernstrategy, the main target of the agent is to reach the compatibility,
because only through compatibility it is possible to reactagreement. If it is its turn
to move, an agent can choose to concede or opt out: if theyutflihe agent at that step
is smaller than its disagreement threshold, then the ageataut and the negotiation
ends immediately. Otherwise, it will do a concession: thecession is theninimum
possible concessigthat is the concession less decreasing its utility.

We define an agent’s utility function over all possibile artes [11] as:

u? : AU{Opt} — R (1)

wherep € {3,0} —8 ando stand for buyer and seller respectivelyA-s the set of
all possible agreement®pt stands for Opt out.

2 Logical Formalism

In this paper we will refer taA£(D) [1], a fragment of OWL-DL, where besides
ow : Cl ass andowl : Obj ect Property, one is able to expressi : Dat aTy-
peProperty f (for Features) on objects such as year of building, length, weigtt
many others by means obncrete domainsdVithout loss of generality we assume that
concrete domains we deal with are admissible order to model the domain knowl-
edge and represent relationships among elements, we uset@ogy O containing
Concept Inclusion axioms of the forrh C C' and A = C, where the concept namé
can appear only once on the left-had side of axioms. We ces¥rio be acyclicj.e,,
the definition ofA should not depend oA itself (see [1] for a precise definition). Us-
ing AL(D) it is possible to express subclass relations, disjointrelations involving
concept names. As an example consider the following axidraséfter we will use
DL syntax which results more compact than OWL one):

CheapPCL PCn (price < 600) (Subclass)
W nXC -Uni x (DisjointClasses)

Formulas representing demanidsand suppliesS, are expressed as generic OWL-
DL expressions. So, an example description can be the folgpane:

PC1—=Not ebookm(ram> 1024)n(hdd < 160) M3hasOCSnvhasOS.Li nux M3nmoni t or M
Vnoni t or .(LCDnoni t or M3characteri sticsmvcharacteri stics.(inch > 17))
formally modeling this advertisemenpérsonal computers, no notebooks, with a RAM
of 1 Gbyte (with the possibility to extend), with an hard di$lat most 160 Gbytes and
a 17” LCD monitor'.

Notice that for what concerns numerical properties, alsgesexpressions are al-
lowed in the form(f > n) M (f < m). In order to better explain the approach, in the
rest of the paper we will refer to ontology in Figure 1.

Even though subsumption and satisfiability are basic anfliusasoning tasks in
a number of applications, there are typical problems rdladenegotiation that call for

® It is well known that)t is admissible [2].



HonePC C PCr3dhasOSr13dhasPr ocessor; CheapPCL PCrl(pri ce < 600)
PentiumC I ntel _Processor M (rmhz > 3000)|Centrino C —Pentium
W nX C Operati ngSystem Uni x C Operati ngSystem
Li nux C Uni x; Uni x C =W nX
Fig. 1. The ontology used in the examples

non-standard reasoning services. For instance, suppashaye@ the buyer’'s ageist
with herDemand represented by the concBpand the seller’s agentwith his Supply
represented by. In cases’s requestD ando’s offer S are in conflict with each other
with respect to the domain knowledge modeled in the ontol@gy in formulaesS M

D C» L — how to suggest t@ which parts inD are in conflict withS and conversely
to o which parts inS are conflict withD? The above question is very common, among
others, in negotiation scenarios where you need to know t\wgharong” betweenD
and S and negotiate on it. In order to give an answer to the prevguestion and
provide explanations, Concept Contraction [5, 8] can bdaitqul.

Concept Contraction . Given two conceptg’; and C> and an ontologyO, where
C1 M Cy Cp L holds, find two concept&” (for Keep) andG (for Give up) such
thatbothC; = KM GandKMNCsy Zp L.

In other wordsK represents a contraction 6f; which is satisfiable withCs, whilst
G represents some reason why and C, are not compatible with each other. With
Concept Contraction, conflicting information bothgis request w.r.to’supply can be
computed and vice versa. Actually, for Concept Contractionimality criteria have
to be introduced. Following the Principle of Informatiori&tonomy [10], forG we
have to give up as little information as possible. In [5, Ahgominimality criteria were
introduced and analyzed. In particular, if the adopted Dinisl a normal form with
conjunctions of concepts &£ (D), Gz minimalirreducible solutions can be defined.

Definition 1. LetC; andCs be two concepts such th@y M C,; C L. For the corre-
sponding concept contraction proble@) we say the solutiofG;.., K;...) problem is
G3-irreducible minimalf the following conditions hold:

1. Girr =[1,—; ,, Gi where both;,, Co 3R and K;,., Lo 3Riff Cy C VR.L;

2. KNG;NCyCp L, foreveryi =1...n;

3. if (G', K’) is a solution toQ satisfying Condition 1 theK’ Z» Kj,.- holds.
The rationale behind the three conditions in above defmisdhe following:

Condition 1 This condition is needed in order to avoid solutiones, negotiation out-
comes, which could not be useful in the user perspectivesidenthe following
example referring to the ontology in Figure 1.

D = HomePCrVvhasOS.Li nux
S = PCrivvhasOS.W nX

Now, D andS are in conflict with each other w.rd; in order to regain the com-
patibility, 3 may contract her request. In this case two possible sokiaoe:

(G1, K1) = (HomePC,PC1 3hasPr ocessor MvhasOS.Li nux)
(G2, K2) = (YhasOS.Li nux, HomePC)



The first solution does not satisfy Condition 1 because fergtopertyhasOS
bothHomePC C» dhasOS andPC1 dhasPr ocessor MyvhasCS.Li nux Zp
JhasCS. If 3 decides to contract her request following this solutioantbhe keeps
all the specifications of requested characteristics (digoone on the operating
system) but her choice would lead to a vacuously true agreeomethe operating
system specification with. In fact, K; 1.5 impliesvhasCS. L i.e., no operating
system is admitted.

Condition 2 We desire to keep the number of conjunctgip.,. as small as possible
in order to avoid redundancies (minimality 6f;,..). Turning back to the previ-
ous example, another solution to the sa@és (Gs, K3) = (VhasOS.(Li nux M
Uni x), HonePC).

Condition 3 Conversely, we want to keep as much information as possitig,i,.. In
this exampléGa, K1) = (vhasOS.Li nux, HomePCrivhas OS.Oper at i ngSyst enj.

With respect to the above example the only solution satigfffiefinition 1 is(G4, K4).

To compute a&s-irreducible minimalsolution, the algorithm proposed in [6] can be
simply adapted and used. Notice that even though within Figure 1 the disjunction
relation is betweelV nX andUni x, the concept contraction procedure suggests to give
upVvhasOS.Li nux becausé.i nux is a sub-class dini x.

2.1 Dealing with Incomplete Information

Information about supply/demand descriptions can be, irsetiing, incomplete. This
may happen not only because some information may be unblailaut also because
some details have been considered irrelevant by eitheettez sr the buyer when they
submitted their advertisements. For instance, some usgfinthtiresome to specify a
lot of characteristics related to the brand or more techuoltaracteristics of the product
the user can be unaware of. Currently, the most common agiprtoathis problem
is avoiding incompleteness by forcing the user to fill longl aedious forms. There
are several ways to deal with incomplete information andcth@ce may influence a
negotiation. Suppose to have the following two entries enagbmarketplace:

D: | am looking for a PC equipped with Wi-Fi and DVD recorder.
S: | offer a home PC with Intel Processor equipped with Linux @peg System.

The above descriptions are then formalized as:

D: PCrnvhasDevi ce.W Fi MVYhasSt or ageDevi ce.DVDr ecor der
S: HomePCrivhasPr ocessor.l nt el MyvhasOS.Li nux

Under anopen-world assumption we have two possible choices. First, we can keep
incomplete information amissinginformation: we do not knove.g, if the buyer is
not interested in a particular characteristic or he simgly forgotten to specify it. In
this case the system has to contact to buyer/seller to furéfiae her/his description.
Asking users to refine their descriptions before the netjotigprocess starts seems
quite unrealistic, because of the amount of descriptioastan be stored in the system
itself. It appears more feasible to leave this phase to anskgegotiation stage related
to a small subset of supplies/demands. For instance, theitle the highest utility
product. In fact these solutions are known to be Paretoieffi@and “fair”, according



to Nash [11]. Once buyer and seller have refined their desmnip it is possible to
start a new negotiation (the so-callpdst-negotiatiorphase) where only thepdated
information is negotiated. On the other hand, still in themvorld assumption setting,
a second possible choice can be to assume incomplete intfomas anany-would-
fit assertion (don't care), so the system should cope with ttiempleteness as is.
Therefore also this information will be presented in thelfagreement. Following the
above example the final agreement would be:

A = HomePCriVhasProcessor.l nt el MmvhasGCS.Li nux mPCnM

vYhasDevi ce.W Fi MVvhasSt or ageDevi ce.DVDr ecor der

In the latter case no human intervention is needed. In thpspae take this approach,
with agents not caring about missing information.

3 Logic-based Alternating-offers Protocol

In this section we model an alternating-offer protocolmakinto account the semantics
of request and offers as well as the domain knowledge modeitih an ontology
in the OWL DL fragment we identified in Section 2, exploitingt@ept Contraction.
For the sake of clarity and without loss of generality, froownon we consider that
the agent entering the marketplace is the buyemd her potential partners are the
sellers’ agents. The first step of the protocol is the normalization of bgthdemand
D ando’s supply S. The normalization step substitutdswith A 11 C everywhere in

a concept, if eitheid C C or A = C appears inD, then considers the equivalence
VR.(AM B) = VR.AMYR.B as a recursive rewrite rule from left to right. After the
normalization stagel) is a conjunction of elements in the form:

D=[]C 2)

whereC; € Nor mwith

_‘g%> — CN is aClass Name
dR — Ris an Object Property
Norm={ (f <n)
(f>n) > — Constraints on numerical features
(f=n)
VR.C — with C'€ Norm

As an example consider the concept in Section 2. After namaiadn it is rewritten as:
PC1-Not ebookr (ram> 1024)r(hdd < 160) M3hasOSMvhasOS.Li huxm 3nmoni t or M
Vroni t or .LCDnoni t or M1Voni t or .3char acteri sticsn

Vnoni t or Vcharacteristics.(inch > 17).

In the normalized formC; represents issues the user is willing to negotiate on. The
buyer is able to express her utilities on single issues orwnles of them. For in-
stance, w.r.t. the previous request the buyer may setyuditues orPC (single issue)

as well as on the whole formulaam > 1024) M Vnoni t or .LCDnoni t or (bundle

of issue). We indicate these concepts wih— for Preferences.



Now, for eachP;, the buyer3 expresses a utility value”’ (Py) such thafy", v’ (P;) =

1. As usual, both agents’ utilities are normalized to 1 to elee outliers, and make
them comparable. Since we assume that utilities are additie global utility is just a
suitable sum of the utilities for preferences entailed by fihal agreement. In partic-
ular, given a concept expressighrepresenting a final agreement, we define the final
utility associated to the ageptwith p € {3, 0}, see (1) as:

wP(A) =) {uP(P) | AC P} uP(Opt) =t, ©)
k
wheret,, is thedisagreement thresholdof agentp (see Section 1.1).

3.1 The Protocol

Summing up, before the real negotiation starts (step 0) we hademand) and a
supplyS such that:

D=[]Ci s=[1c;
g J

Based orC; andC};, the buyer and seller, respectively, formulate their perieesP;,
(for the buyer) and?, (for the seller) and for each of them set a utility value sudt:t

ZUB(PI@) =1 ZUU(Ph) =1
k h

Finally, both for3 and o we have the correspondirdisagreement thresholdsand
utility functionst s, v® andt,, u°.

If DMNS Ep L then demand and supply descriptions are in conflict with edodr and

( ando need to negotiate on conflicting information if they wanteéach an agreement.
The negotiation will follow an alternating offers patteateach step, eithgror o gives
up a portion of its conflicting information choosing the itevith the minimum utility.
At the beginning, both3 and o need to know what are the conflicting information.
Notice that both agent$ ands know D andS, but they have no information neither on
counterpart utilities nor preferences. Battando will solve two Concept Contraction
problems, computing &5 minimal irreduciblesolution, and rewritéD andsS as:

D=GInK} S=GynKS

In the above rewriting?g andG§ represent, respectively, some of the causes that make
D in conflict with S and the reason why is in conflict with D. At a first glance it
would seem3 needs only(G5, K£) ando needs(Gg, Kg). We will see later thats
needs also information anin order to check its fairness during negotiation steps.
Since we comput&-irreduciblesolutions we can normalixég andGg, following the
same procedure fdp andsS, as:

5 _ B 5 5 _ 8
Go = Go1) MGlozy - MG = [ G0,
=1

G = Glony NGz M- NG m =[Gl
Jj=1



In the previous formulas, index€8, i) and(0, j) represent the i-th and j-th conjunctive
element inG” andGat round 0. Due to the structure Y, S and© we have thatfor

eachG?O_i) there always exists &; in the normalized version dP— as represented in

Equation (2) — such tha@fm = C;. The same relation holds between e ¥ and

C; in the normalized form ob. Hence, some of;, and P, can be partially rewritten
in terms ofG(ﬁw) andG‘(’O_’j) respectively. Since the information@ig andGyg are the

reason why an agreement is not possible, then eittero will start conceding one of
G(BO_’Z.) or G, ;, reducing their global utility oh(G(ﬁo_’i)) or u(GY, ), respectively.

Supposes starts the negotiation and gives 01??072) = Cs with P; Co G(BO,Q).
Then she reformulates her request as

D= [] G

i=1..4,6..
and sends it to. Notice that sincé’; Cp Gf’o 2 the global utility of 3 decreases to
up = Y u(Py)
k=1..2,4..

Now, o is able to validate if really changed her request to reach an agreement and did
not lie. To do sog computes(Gf, Kf} solving a concept contraction problem w.r.t.
the new demand, and checks i7" is more general tha@} . In formulas,o checks

if GJ Co GY holds, in case of positive answer, therknows thats did not lie and

he continues the negotiation process. Otherwise he maglelaxieave the negotiation
(conflict deal) or asks to reformulate her counteroffer. If the negotiation conén,c
computes his conflicting information w.r.t. 10, and rewritesS as:

S=G]NKY where T=116Gu,
j=1

Again, for eachG(, ;) there exists &; in the normalized version of. Hence, ifo
decides to concedg, ;, his global utility decreases proportionally to the ujiltf 7,
towhichG, ;) belongsto. Once sends his counteroffer 1§ this latter is able to check
if o lied. Similarly too in step 0,6 computeG9, KV') and checks i3 Co G9. The
process ends when one of the following two conditions holds:

1. the global utility of an agent is lower than dsagreement thresholdIn this case
the negotiation terminates with a conflict deal.

2. there is nothing more to negotiate on and the global yitliteach agent is greater
than its disagreement threshold. In this case the negwiig¢irminates with an
agreementThe agreementA is computedsimply asA = D, M Sigse, Where
D¢ andS;, s are the request and the offer in the last step.

3.2 Minimum Concession

Since users can express an utility value also on bundlespaeviee they concede an
issue as theninimum concession(in term of minimum global utility decrease), the set



of all the bundles in which the issue is present has to be tmteaccount. They choose
based on the utility of the whole set. For instance, supgusbuyer sets as preferences
the following ones:

Py =Vnoni t or .LCDroni t or
P> = (hdd < 200)
P3; = Vnoni t or .LCDnoni t or MVroni tor.Vcharacteri stics.(i nch =17)

with the following utilities:u?(Py) = 0.1, u?(P;) = 0.4 andu”(P;) = 0.5.
At the n-th step the conflicting information is:

G2 = vnoni t or .LCDoni t or 1 (hdd < 200)

Hence,3 can concede wheth&fmoni t or .LCDroni t or or (hdd < 200). If she
concedesynmoni t or .LCDnoni t or then her global utility decreases of (P;) +
uP(Ps) = 0.6, while concedinghdd < 200) her utility decreases af?(P,) = 0.4
only. In this case theninimum concessions (hdd < 200).

3.3 The Algorithm

Here we define the behavior of agents during a generic n-thdrad the negotiation
process. We present only the algorithm related’sobehavior since the behavior ef
is dual w.r.t.3’s one.

1-4 If there is nothing in conflict between the ald}, _; and just-arrived,,, then there
is nothing more to negotiate on: the agreement is reachecetunthed. Notice that
while computing the final agreement we use the "any-wouldafiproach to deal
with incomplete informatiofsee Section 2.1).

5-11 If 8 discovers that lied on his concession, thehdecides to exit the negotia-
tion and terminates with a conflict deal. If we wahtsko to concede again it is
straightforward to change the protocol to deal with suchteabmr.

13-15 If after the minimum concession, the utility ¢fis less than hedisagreement
threshold, then the negotiation ends with a conflict deal.

3.4 An lllustrative Example

Keeping the computer equipment as reference domain, aantbiel following example:

a buyerg looking for a “personal computer equipped with an Intel processor whose
clock frequency is at least 3000 MHz, 2 Giga bytes of RAM. Dhngpaiter must have
Linux operating system pre-installed. A 19" LCD monitor is@requested. On the
other side, a seller offers @érsonal computer for domestic use with a 2500 MHz Pen-
tium on board. The computer is provided with a Windows opegatystem, a 17" LCD
monitor and a WiFi adaptet. Both the requesD and the offelS can be formalized as:

D = PCr3hasProcessor MvhasProcessor.(I nt el _Processor M (nmhz > 3000))M
JhasCOSmvhasCOS.Li nux M (hdd > 100) M3noni t or Mnoni t or .(LCDroni t or M
JcharacteristicsmnVcharacteristics.(inch=19)) M (ram= 2048)



if D,—1M1S, Lo L then
agreement reached;
return A = D,,_1 11 Sp;
end
if n > 0then
compute(Gy,, K, ) from D,,_; andSy;
if G2_1 Zo G? then
o lied;
conflict deal:exit;
end
end
compute minimum concessieﬁ‘fnfl’i);
if u?_, <t then
conflict deal:exit;
end
formulateD,, deletingG
sendD,, too ;
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Algorithm 1: The behavior of3 at stepn

S = HomePGvhasPr ocessor .(Pent i unti(mhz = 2500))Mvhas OS.W nX1(hdd = 80)M
3noni t or MVnoni tor.(LCDnoNi tor M3characteristicsn
Vcharacteristics.(inch=17)) M3hasW Fi

Their normalized fornfsare respectively:

D = PCn 3hasProcessor MvhasProcessor.l ntel _Processor M
YhasProcessor.(mhz > 3000) 1M 3hasOS M YhasOS.Li nux 1 (hdd > 100)
Jnoni t or M Vroni t or .LCDnoni t or M
Vnoni t or 3char acteri sti csmvnoni t or.Vcharacteristics.(i nch =19)M
(ram= 2048)

S = HomePCrVhasProcessor .Pent i umrvhasPr ocessor.(mhz = 2500) 1
vhasOS.W nXr1 (hdd = 80) M 3noni t or M¥Ynoni t or .LCDoNi t or 1M1
Yroni t or Icharact eri sti csmvnoni tor.vcharacteristics.(inch=17)m
JhasW Fi

®In order to keep the example compact, we do not consider heradrmalization stepf =
n) = (f > n) N (f < n), which should be taken into account.



Now both agent® ando set their preferences with corresponding utilities antityiti
threshold.

P = vnoni t or .LCDnoni t or u’(PP) =04
Py = (hdd > 100) u’(Pf)=0.2
PY = VhasOS.Li nux u? (PP =0.2
PY = vnoni t or .LCDmoni t or M

vroni t or vchar act eri sti cs.(i nch = 19) W (P2 =01
PY = (ram= 2048) W’ (PYy =01
=06
Py =Vnoni tor.Vcharacteristics.(inch=17) u’(P7)=04
Py =VYhasProcessor.(mhz = 2500) u’(Py)=0.3
Py = (hdd = 80) u’ (P§) = 0.2
Py =VYhasOS.W nX u’(Py)=0.1

=105
K andG are computed for both ando.

K¢ = PCn 3hasProcessor MYhasProcessor .l ntel _Processor M 3hasOS
VhasOS.Oper at i ngSyst emr dnoni t or M Vnoni t or.3characteri sticsrl
Vnoni t or .LCDnoni t or 1 (r am= 2048)

G% = vnoni t or Wchar act eri sti cs.(i nch = 19)rvhasPr ocessor .(mhz > 3000)r1
vhasOS.Li nux 1 (hdd > 100)

K{J = HonePCriVhasPr ocessor.Penti umm3dnoni t or MVYroni t or .LCDnoni t or M
Vnoni t or .3characteri sticsm3hasW Fi

G§ = Vnoni tor.vcharacteri stics.(i nch = 17)NvhasPr ocessor .(mhz = 2500)
(hdd = 80) M YhasOS.W nX

Now suppose that by coin tossing,moves first. She starts giving up the constraint
on processor clock frequency, which is her minimum conoessince a utility not
assigned to a characteristic is usually equivalent to &yuslual to zero. Then she
computes her utility and, since it is greater than the tholebtalue, decides to go on
with the negotiation process. In the following step we have:

K? = PCn3hasProcessor MYhasProcessor .l ntel _Processor M3has0S
MvhasCS.Oper at i ngSyst emr 3noni t or M Yroni t or .3characteri sticsn
Yroni t or .LCDroni t or M (r am= 2048)

GY = vnoni tor Vchar act eri sti cs.(i nch = 19) MhasOSLi nux 1 (hdd > 100)

K{ = HonmePCrVYhasProcessor.Pent i umm3noni t or MVnoni t or .LCDnoni t or M
Vnoni t or 3char acteri sti cs M3hasW Fi M YhasProcessor.(mhz = 2500)
7 = Vroni t or.Ycharacteri stics.(inch=17) M1 (hdd = 80) MYhasOS.W nX

At this point,o gives upvhas OS.W nXwhich is the preference with the minimum util-
ity. The protocol continues until agents reach logical catiglity. A final agreement
could then be:



A = HomePCn3hasOSnvhasCS.Li nuxm3hasPr ocessor MyvhasProcessor.(mhz =
2500) M VhasPr ocessor .Pent i umr (hdd = 80) M (r am= 2048)r
Vnoni t or .LCDnoni t or MVnoni t or .3characteri sti csm
vnoni t or .Vcharacteri sti cs.(i nch =19) M 3hasW Fi ,

with corresponding utilities,” = u?(P/) +u?(PY) 4+ u? (P )+ v’ (PY) = 0.8 for 8
andu’® = u°(Pg) +u’(P§) =0.5foro.

4 Features of the Negotiation Mechanism

We briefly point out some characteristics of the proposeatigigon protocol [15].
Semantics In the proposed protocol a formal language is exploitedng/a domain
ontology it is possible to discover implicit conflicting ovination between a demaria
and a supplys. Furthermore, a general logic-based technigae Concept Contraction,
grounded in well-known belief revision theory [10], is adegto compute concessions.
Bundles Users (boths ando) can set utility values not only on single issues but also
on a bundle of issue$trong Agreement During the negotiation process the agents
negotiate on conflicting issues. Hence, if the negotiatioesdend with an outcome,
no conflicting information are present in the final agreem8irhplicity. Interaction
among agents requires low communication costs: agents tlbave to guess either
the preferences of their opponent or their utility functidforeover it is possible to
compute strategy in a reasonable amount of time [Didtribution . The negotiation
mechanism does not require a mediator helping parties thissaagreement during the
negotiation process or managing the entire process. Agegtstiate on their own with
no need of an external helgfficiency. If the protocol ends with an agreement, this is on
the Pareto frontier. Due to the structure of formyfaando andG-irreduciblesolutions

to concept contraction problems, during roundor eachG? ni) € G?, representing
the source of information id,,, there is always at least one (in the most general case,
more than onea’;(n 5) € G¢ representing the corresponding source of information in

S,.. Hence, if3 concedes:” , losing the utility of bundles contamlr@ﬁ theno

is sure to maintain the ut|i|ty on bundles mvolvudg . In other Words |€ an agent
concedes something decreasing its utility then the opritmﬂﬂlty does not decrease.
Notice that, in order to reach a surely Pareto-efficienteigient and always find a Nash
bargain solution, while maintaining the same logic apphoad the use of bundles, a
protocol similar to the one proposed in [9] can be adoptedektbeless, if we want to
consider thevillingness to risk confliovf both agents, in order to decide for each round
which agent will concede, it becomes hard to maintain the@ggh fully distributed.
If the approach remains distributed then we have to hypatbegjents estimate the
willingness to risk conflict of the opponent. In this case weuld probably lose in
simplicity.

5 Related Work and Summary

Several recent logic-based approaches to negotiationsaedion propositional logic.
In [3], Weighted Propositional Formulas (WPF) are used joregs agents preferences



in the allocation of indivisible goods, but no common knodge (as our TBox) is
present. Utility functions expressed through WPF are ifladsin [4] according to the
properties of the utility function (sub/super-additivegmotone, etc.). We used the most
expressive functions according to that classification, elgmveights over unrestricted
formulas, but for the fact that our formulas are DL conceptesnon-propositional.
In [17] an agreement is defined as a model for a set of formutas both agents, but
agents preferences are not taken into account. In [12] aogitipnal logic framework
endowed of an ontology is proposed, where a one-shot protocol is exploited to reach
Pareto-efficient agreements. In order to reach a Paretegffiagreement a trusted me-
diator is needed, to whom agents reveal their preferenoglswhich suggests to the
agents the most suitable agreement. The framework in [128]fudher improved in
[14], extending propositional logic with concrete domaim®rder to handle also nu-
merical features as price, weight, time etc. In this worktéad, no mediator is needed.
The work presented in [18] adopts a kind of propositionaMdeclge base arbitration
to choose a fair negotiation outcome. Howevwmmon knowledgis considered as
just more entrenched preferences, that could be even diiapm®mme deals. Instead,
the logical constraints in our ontolody of formulas mustlwaysbe enforced in the
negotiation outcomes. Finally we devisedratocolwhich the agents should adhere to
while negotiating; in contrast, in [18] a game-theoretip@ach is taken, presenting
no protocol at all, since communication between agentstisorsidered. Although we
used a rather inexpressive DL, our approach can be easénéatl up todLEH(D),
which can express qualified existential concepts and sapepties. Summarizing, we
have motivated and illustrated a logic-based approachl#bebal negotiation in P2P
e-marketplaces; we proposed a semantic-based alterraffarg protocol exploiting
Description Logics, non-standard inference services ifity theory to find the most
suitable agreements. To the best of our knowledge therdysaonther work exploiting
DLs in negotiation scenarios [13]. In that work the more eggiveSHOIN(D)is used
to model the logic-based negotiation protocol, and onlyndaad inference services,
such a satisfiability, are exploited in order to catch in¢steacy sources betwedn
and S. Instead, the use of a non-standard inference service,a@imcept Contrac-
tion, can be useful to provide also an explanation of “whatrieng” betweenD and.S,
i.e., the reason why ando can not reach an agreement aviththas to be given up in
order to reach that. However, in this paper we model a scenétt partial incomplete
information (agents know opponent preferences, but nbtiesi of such preferences),
while in [13] a scenario withully incomplete information is studied, where agents do
not know anything about the opponent one (neither prefe®nor utilities). Moreover,
differently from the approach presented in [13], the negjth mechanism also works
without agents knowing the@xactutilities. It is enough that each agent knows, at every
round, which issue to concede next; so only partial orderssues are needed. Work
is ongoing on various directions, namely: extending the Dbed, finding a “cheap”
way to ensure that the reached agreement is Pareto-effiaigthtcarry out large-scale
experiments with real advertisements. We also plan to apphapproach to Seman-
tic Web Services (SWS) contracting, for negotiating Sertievel Agreements (SLA)
between users and SWS providers.
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