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INTRODUCTION

Resource retrieval addresses the problem of finding best matches to a request among available resources, with both the request and the resources described with respect to a shared interpretation of the knowledge domain the resource belongs to. The problem of resource matching and retrieval arises in several scenarios, among them, personnel recruitment and job assignment, dating agencies, but also generic electronic marketplaces, Web services discovery and composition, resource matching in the Grid. All these scenarios share a common purpose: given a request, find among available descriptions those best fulfilling it, or at “worse,” when nothing better exists, those that fulfill at least some of the requirements.

Exact, or full, matches are usually rare and the true matchmaking process is aimed at providing one or more “promising” matches to be explored. Non-exact matches should take into account both missing information—details that could be positively assessed in a second phase—and conflicting information—details that could leverage negotiation if the proposed match is worth enough pursuing.
Because of its intangibility, it is now a widely shared opinion that knowledge has to be modeled to make unambiguous the interpretation of any information domain. This disambiguation process is usually obtained through an ontology, that is, a specification of a representational vocabulary for a shared domain of discourse—definitions of classes, relations, functions, and other objects (Gruber, 1993).

Once a knowledge domain has been modeled, and several different resources have been described using such a model, issues that need to be faced for efficient knowledge management are: What, if any, kind of retrieval is possible on these resources? How could we benefit both of the model and formalisms used to build the model, in order to perform a “smart” search of described resources matching a request? The above questions focus on important aspects of knowledge-based retrieval:

- formalisms used to model a knowledge domain
- retrieval services that fully use the expressiveness of the formalism to infer new knowledge from the model in order to perform a knowledge-based search

Knowledge domain is modeled with a formalism, whose expressiveness is used in the retrieval process to infer not elicited information from the model. In such a context, choosing this formalism strongly affects the complexity, as well as success probability, of the retrieval process.

In recent years description logics (DLs) have been investigated by both the academic and industrial world as a formalism for knowledge representation. Modeling an information domain through the formalism of a DL allows one to employ reasoning services provided by DLs to perform a knowledge-based search. Knowledge domains are formalized in ontologies, which resource descriptions refer to. The use of ontologies allows elicited descriptions to be stored so that information can be inferred from them to retrieve a resource.

The remainder of this article is structured as follows: Background work is revised, including DL basics with associated reasoning services and previous approaches to resource retrieval, including non-logic- and logic-based alternatives. Then, we introduce semantic-based resource retrieval, first highlighting new non-standard inference services and then showing how they can be used for “smart” resource retrieval. Finally, we propose some future trends and draw a conclusion.

**BACKGROUND**

**Description Logics Basics**

Description, or terminological, logics (Baader, Calvanese, Mc Guinness, Nardi, & Patel-Schneider, 2002; Donini, Lenzerini, Nardi, & Schaerf, 1996) are a family of logic formalisms for knowledge representation. All DLs are endowed of a syntax and a model-theoretic semantics. The basic syntax elements of DLs are: concept names, role names, individuals. Intuitively, concepts stand for sets of objects, and roles link objects belonging to different concepts. Individuals are special named elements of the sets of objects concepts represent.

We give a more formal definition of the outlined basic elements by introducing the concept of semantic interpretation.

**Definition 1:** A semantic interpretation is a pair $I=(\Delta, \cdot_I)$ made up of a domain $\Delta$ and an interpretation function $\cdot_I$, which maps every concept to a subset of $\Delta$, every role to a subset of $\Delta \times \Delta$, and every individual to an element of $\Delta$.

Usually, a so-called Unique Name Assumption (UNA) is made which ensures different individu-
als to be mapped to different elements of $\Delta$, i.e., $\alpha I \neq \beta I$ for individuals $a \neq b$.

Every DL allows one to combine basic elements using constructors to form concept and role expressions. Each DL has its distinguished set of constructors, though all of them provide the conjunction of concepts, usually denoted as $\sqcap$. Among the distinguishing concept expressions constructors we enumerate disjunction $\sqcup$ of concepts and complement $\neg$ to close concept expressions under Boolean operations.

Role expressions can be obtained by combining roles with concepts using existential role quantification and universal role quantification. Other constructs may involve counting, as number restrictions.

Many other constructs can be defined, increasing the expressive power of the DL, up to n-ary relations (Calvanese, De Giacomo, & Lenzerini, 1998). Nevertheless, it is a well-known result that usually leads to an explosion in computational complexity of inference services (Brachman & Levesque, 1984). Hence, a trade-off is needed between expressivity and expected performance of reasoning services.

Once expressions have been built, they are given semantics by defining the interpretation function over each construct. Concept conjunction is interpreted as set intersection, and the other Boolean connectives also have the usual set-theoretic interpretation. The interpretation of constructs involving quantification on roles needs to make domain elements explicit.

Concept expressions can be used in inclusion assertions, and definitions, which impose restrictions on possible interpretations according to the knowledge elicited for a given domain. Definitions are useful to give a meaningful name to particular combinations. Sets of such inclusions are called TBox (terminological box). A TBox, which basically amounts to an ontology, represents a formal, shared, and objective intensional knowledge on a domain. Individuals can be asserted to belong to a concept using membership assertions in an ABox.

An ABox is the extensional knowledge of the domain that can be described based on the TBox. The semantics of inclusions and definitions is based on set containment: An interpretation $I$ satisfies an inclusion $C \sqsubseteq D$ if $CI \sqsubseteq DI$, and it satisfies a definition $C = D$ when $CI = DI$. A model of a TBox $T$ is an interpretation satisfying all inclusions and definitions of $T$. DL-based systems are equipped with reasoning services: logical problems whose solution can make explicit knowledge that was implicit in the assertions.

DL-based systems usually provide at least two basic reasoning services for $T$:

- **Concept Satisfiability**: Given a TBox $T$ and a concept $C$, does there exist at least one model of $T$ assigning a non-empty extension to $C$?
- **Subsumption**: Given a TBox $T$ and two concepts $C$ and $D$, is $C$ more general than $D$ in any model of $T$?

The previous services can be seen, from a knowledge management perspective, in a more informal way:

- **Concept Satisfiability**: Given an ontology ($T$) modeling the domain we are investigating on and a description ($C$) of a resource referring to the ontology: Is the information modeled in the description consistent with the one in the ontology?
- **Subsumption**: Given an ontology ($T$) modeling the domain we are investigating on and two resources described by expressions ($C$, $D$) referring to the information modeled in the ontology: Is the information about a resource more general than the one related to the other one?

Both Subsumption and Satisfiability are adequate in all those knowledge management contexts where a yes/no answer is enough. For example, given a resource and a request represented...
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respectively by a concept O and a concept R, using Concept Satisfiability we are able to determine whether they are compatible, that is, O models information that is not in conflict with the one modeled by R. This task can be performed checking the satisfiability of the concept O \sqcap R.

On the other hand, Subsumption can be used to verify, for example, if a resource described by O satisfies a request R, namely, if the relation O \sqsubseteq R holds, then O is more specific than R and it contains at least all the requested features.

For ABoxes, other standard inference services have been defined. Among the various devised, we point out:

- Instance checking: An assertion α is entailed by an Abox A, if every interpretation that satisfies A also satisfies α.
- Retrieval problem: Given an Abox A and a concept C, find all individuals α such that A entails C(α).
- Realization problem: Given an individual α and a set of concepts, find the most specific concept C from the set such that A entails C(α).

Together with standard inference problems, non-standard ones have been proposed and investigated. The least common subsumer (lcs), most specific concept (msc), unification, matching and concept rewriting have been thoroughly presented by Baader et al. (2002). The application field for lcs and msc is the construction of DL knowledge bases using a bottom-up approach instead of the usual top-down one (Baader & Turhan, 2002). The unification and matching services are useful for large knowledge bases maintenance, allowing knowledge engineers to catch equivalence or subsumption relationships among concept expressions (Baader & Turhan, 2002). With concept rewriting the readability of large concept descriptions can be increased, by using concepts defined in an ontology.

Although the general approach proposed in this article does not depend on a particular DL, it has been fully devised for a particular DL, namely the ALN (Attributive Language with Number Restrictions). Constructs allowed in an ALN DL are:

- \top Universal Concept: All the objects in the domain
- \bot Bottom Concept: The empty set
- A Atomic Concepts: All the objects belonging to the set represented by A
- \neg A Atomic negation: All the objects not belonging to the set represented by A
- C \sqcap D Intersection: The objects belonging both to C and D
- \forall R.C Universal restriction: All the objects participating to the R relation whose range are all the objects belonging to C
- \exists R Unqualified existential restriction: There exists at least one object participating in the relation R. Notice that \exists R \equiv (\geq 1 R)
- (\geq n R) | (\leq n R) | (= n R) Unqualified number restrictions: Respectively, the minimum, the maximum, and the exact number of objects participating in the relation R. We write (= n R) for (\geq n R) \sqcap (\leq n R)

We adopt a simple-TBox, that is, in all the axioms (for both inclusion and definition) the left side is represented by a concept name, and there is only one axiom for each atomic concept.

Ontologies using this logic can be easily modeled using languages for the Semantic Web. These languages have been conceived to allow for representation of machine-understandable, unambiguous, description of Web content through the creation of domain ontologies, and aim at increasing openness and interoperability in the Web environment. The strong relation between DLs and the introduced languages for the Semantic Web also is evident in the definition of the OWL language. In fact, there are three different sub-languages for OWL:
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- OWL-Lite: It allows class hierarchy and simple constraints on relation between classes.
- OWL-DL: Based on description logics theoretical studies, it allows a great expressiveness keeping computational soundness and completeness.
- OWL-Full: Using such a language, there is a huge syntactic flexibility and expressiveness. This freedom is paid in terms of no computational guarantee.

The ALN DL is basically a subset of OWL-DL.

Approaches to Resource Retrieval

We start with a description of various approaches to resource retrieval, highlighting limitations of non-logical approaches, then discussing the general knowledge representation principles that a logical approach may yield.

Modeling a resource retrieval framework using standard relational database techniques would require to completely align the attributes of the available and requested resources descriptions, in order to evaluate a match. On the other hand, if requests and offers are simple names or terms, the only possible match would be identity, resulting in an all-or-nothing approach to the retrieval process. Vague query answering, proposed by Motro (1988), was an initial effort to overcome limitations of relational databases, with the aid of weights attributed to several search variables.

Vector-based techniques taken by classical information retrieval can be used as well, thus, reverting the search for a matching request to similarity between weighted vectors of stemmed terms, as proposed in the COINS matchmaker (Kuokka & Harada, 1996) or in LARKS (Sycara, Klusch, & Lu, 2002). Such a formalization for resource descriptions makes retrieval only probabilistic because descriptions lack a document structure, causing strange situations to ensue. Let us consider for example the following sentences, describing respectively competences required for a job in a company and competences provided by a worker: “engineer, with experience of two years as project manager, not full time employed, available to transfers” and “experienced project manager, full time employed as engineer for two years, not available to transfers.”

The former is a simple example in which two descriptions in obvious conflict may be considered an exact match because of the formalism chosen to represent them. A further approach structures resource descriptions as a set of words. This formalization allows one to evaluate not only identity between sets but also some interesting set-based relations between descriptions, such as inclusion, partial overlap, and cardinality of set difference. Modeling resource descriptions as set of words is anyway too much sensible to the choice of words employed to be successfully used: the fixed terminology misses meaning that relate words. Such a problem can be overcome by giving terms a logical and shared meaning through an ontology (Fensel, van Harmelen, Horrocks, McGuinness, & Patel-Schneider, 2001). Nevertheless, set-based approaches have some properties we believe are fundamental in a resource matching and retrieval process. If we are searching for a resource described through a set of words, we also are interested in sets including the one we search, because they completely fulfill the resource to retrieve. Moreover, even if there are characteristics of the retrieved resource not elicited in the description of the searched resource, an exact match is still possible because absent information have not to be considered negative. The two statements may be summarized in the following property:

- Property 1 [Open-world descriptions]: The absence of a characteristic in the description of a resource to be retrieved should not be interpreted as a constraint of absence. Instead, it should be considered as a characteristic
that could be either refined later or left open if it is irrelevant for the user searching for the resource.

The set-based match evaluation is non-symmetric: If we search for a resource A, whose describing set of words is included in a set characterizing resource B, we may consider B a resource perfectly satisfying the request for A. On the other hand, if we use the description of B for the search, A also may satisfy the request only partially, as some of the terms describing B may be not included in the A set. We formalize this behaviour as follows:

- **Property 2 [Non-symmetric evaluation]:**
  Given two resource descriptions A and B, a resource retrieval system may give different rankings depending on whether it is searching A using B description as query, or B using A as query.

From now on, we assume that resource descriptions, requested and offered, are expressed in a DL. This approach includes the sets-of-keywords one, since a set of keywords also can be considered as a conjunction of concept names. We also assume that a common ontology is established, as a TBox in DL.

With reference to recent related work on logic-based matching and retrieval of resources, approaches are concentrated on electronic marketplaces, where resources are supplies and demands, and Web services discovery, where resources are e-services to be discovered and composed. Finin, Fritzson, McKay, and McEntire (1994) and Kuokka and Harada (1996) introduced matchmaking based on KQML, as an approach whereby potential producers/consumers could provide descriptions of their products/needs to be later unified by a matchmaker engine to identify potential matches. A rule-based approach using the knowledge interchange format (KIF) (Genesereth, 1991), the SHADE prototype (Kuokka & Harada, 1996), or a free-text comparison (the COINS prototype) (Kuokka & Harada, 1996) were used. Approaches similar to the previous ones were deployed in SIMS (Arens, Knoblock, & Shen, 1996), which used KQML and LOOM as description language and InfoSleuth (Jacobs & Shea, 1995), which adopted KIF and the deductive database language LDL++. LOOM also is at the basis of the matching algorithm addressed by Gil and Ramachandran (2001).

Sycara et al. (2002) and Paolucci, Kawamura, Payne, and Sycara (2002) proposed the LARKS language, specifically designed for agent advertisement. The matching process is a mixture of classical IR analysis of text and semantic match via Q-subsumption. Nevertheless, a basic service of a semantic approach, such as inconsistency check, seems unavailable with this type of match.

First approaches based on standard inference services offered by DL reasoners were proposed by Di Sciascio, Donini, Mongiello, and Piscitelli (2001), Gonzales-Castillo, Trastour, and Bartolini (2001), and Trastour, Bartolini, and Priest (2002). Di Noia, Di Sciascio, Donini, and Mongiello (2003b, 2003c) described and motivated properties that a matchmaker should have in a DL-based framework, and algorithms to classify and rank matches into classes were presented. Matchmaking of Web services, providing a ranking of matches based on this DL-based approach was presented by Colucci, Di Noia, Di Sciascio, Donini, and Mongiello (2003b). An extension to the approach by Paolucci et al. (2002) was proposed by Li and Horrocks (2003) where two new levels for service profiles matching were introduced. Notice that the intersection satisfiable level was introduced, whose definition is close to the one of potential matching proposed by Di Noia et al. (2003b), but no measure of similarity among intersection satisfiable concepts was given.

Benatallah, Hacid, Rey, and Tourmani (2003) proposed an approach to Web services discovery...
based on the difference operator in DLs (Teege, 1994), followed by a set covering operation optimized using hypergraph techniques.

**SEMANTIC-BASED RESOURCE RETRIEVAL**

**The Need for New Non-Standard Reasoning Services**

In all those approaches where no explanation on the obtained results is requested or no belief revision is admitted, Subsumption and Consistency Checking are enough. The following are typical examples of the behaviour the reasoning services would have for resource retrieval:

- **Subsumption:** “Yes, your request is completely satisfied by resourceX”
  \[ \text{resourceX} \sqsubseteq \text{request} \]

- **Consistency Checking:** “No, your request is not compatible with resourceX”
  \[ \text{resourceX} \sqcap \text{request} \equiv \bot \]

Unfortunately, in a semantic-based resource retrieval system a simple yes/no answer cannot be enough; the requester is often interested in explanations especially when the system returns a negative answer. Some of the questions are:

- “What should I give up in my request in order to regain satisfiability with the offered resource?”
- “How should I contract my request?”
- “What should I revise in my request in order to be completely satisfied?”
- “What should I abduce in the available resource?”

Colucci et al. (2003a) and Di Noia et al. (2003a) introduced and defined Concept Abduction—for no-Subsumption explanation—and Concept Contraction—both for un-Consistency Checking explanation and for belief revision suggestion—as new non-standard inference services for DLs. In this subsection, we briefly recall their definitions, explaining their rationale and the need for them in resource retrieval.

**Concept Contraction**

Starting with the concepts O and R, if the conjunction O \sqcap R is unsatisfiable in the TBox T representing the ontology—that is, they are not compatible with each other—we may want to retract requirements in R, G (for Give up), to obtain a concept K (for Keep) such that K \sqcap O is satisfiable in T. This scenario can be formally depicted as:

\[
\text{Definition 2: Let } L \text{ be a DL, O, R, be two concepts in } L, \text{ and } T \text{ be a set of axioms in } L, \text{ where both O and R are satisfiable in } T. \text{ A Concept Contraction Problem (CCP), identified by } \langle L, R, O, T \rangle, \text{ is finding a pair of concepts } \langle G, K \rangle \in L \times L \text{ such that } T \models R \equiv G \sqcap K \text{, and } K \sqcap O \text{ is satisfiable in } T. \text{ We call K a contraction of R according to O and T.}
\]

We use Q as a symbol for a CCP, and we denote with SOLCCP(Q) the set of all solutions to a CCP Q. We note that there is always the trivial solution \( \langle G, K \rangle = \langle R, T \rangle \) to a CCP. This solution corresponds to the most drastic contraction, that gives up everything of R. In our resource retrieval framework, it models the (infrequent) situation in which, in front of some very appealing resource O, incompatible with the requested one, a user just gives up completely his or her specifications R in order to meet O. On the other hand, when O \sqcap R is satisfiable in T, the “best” possible solution is \( \langle T, R \rangle \), that is, give up nothing, if possible. Hence, a
Concept Contraction problem is an extension of a satisfiable one. Since usually one wants to give up as few things as possible, some minimality in the contraction must be defined (Gärdenfors, 1988). In most cases, a pure logic-based approach could not be sufficient to decide between which beliefs to give up and which to keep. There is the need of modeling and defining some extra-logical information to be taken into account. One approach is to give up minimal information (Colucci et al., 2003a). Another one considers some information more important than other and the information that should be retracted is the least important one, that is negotiable and strict constraints are introduced (Di Noia, Di Sciascio, & Donini, 2004).

**Concept Abduction**

If the offered resource \(O\) and the requested one \(R\) are compatible, the partial specifications problem still holds, that is, it could be the case that \(O\)—though compatible—does not imply \(R\). Then, it is necessary to assess what should be hypothesized \((H)\) in \(O\) in order to completely satisfy \(R\).

Definition 3: Let \(L\) be a DL, \(O, R, H\), be two concepts in \(L\), and \(T\) be a set of axioms in \(L\), where both \(O\) and \(R\) are satisfiable in \(T\). A Concept Abduction Problem (CAP), identified by \(\LOROT\), is finding a concept \(H \in L\) such that \(T \models O \cap H \subseteq R\), and moreover \(O \cap H\) is satisfiable in \(T\). We call \(H\) a hypothesis about \(O\) according to \(R\) and \(T\).

We use \(P\) as a symbol for a CAP, and \(\text{SOL}(P)\) to denote the set of all solutions to a CAP \(P\). Observe that in the definition, we limit to satisfiable \(O\) and \(R\), since \(R\) unsatisfiable implies that the CAP has no solution at all, while \(O\) unsatisfiable leads to counterintuitive results (-\(R\) would be a solution in that case). If \(O \subseteq R\), then we have \(H = T\) as a solution to the related CAP. Hence, Concept Abduction extends subsumption. On the other hand, if \(O \equiv T\) then \(H \sqsubseteq R\).

Notice that both Concept Abduction and Concept Contraction can be used for, respectively, subsumption and satisfiability explanation. For Concept Contraction, having two concepts not compatible with each other, in the solution \((G,K)\) to the CCP \((L,R,O,T)\), \(G\) represents “why” \(O\) and \(R\) are not compatible. For Concept Abduction, having \(R\) and \(O\) such that \(T \not\models O \sqsubseteq R\), the solution \(H\) to the CAP \((L,R,O,T)\) represents “why” the subsumption relation does not hold. \(H\) amounts to what is specified in \(R\) and not in \(O\).

Expected performances of inference services are obviously of paramount importance to evaluate the feasibility of an approach. We hence provide some insight into complexity issues of the services. We note that since Concept Abduction extends Concept Subsumption w.r.t. a TBox, complexity lower bounds of the latter problem carry over to decision problems related to a CAP.

- Proposition: Let \(P \langle L,R,O,T \rangle\), be a CAP. If Concept Subsumption w.r.t. a TBox in \(L\) is a problem \(C\)-hard for a complexity class \(C\), then deciding whether a concept belongs to \(\text{SOL}(P)\) is \(C\)-hard.

As Concept Abduction extends Subsumption, Concept Contraction extends satisfiability—in particular, satisfiability of a conjunction \(K \sqcap R\).

- Proposition: Let \(L\) be a DL containing \(\mathcal{AL}\), and let Concept Satisfiability w.r.t. a TBox in \(L\) be a problem \(C\)-hard for a complexity class \(C\). Then, deciding whether a pair of concepts is a solution of a CCP \(Q=\langle L,R,O,T \rangle\), is \(C\)-hard.

Both for Concept Abduction and Concept Contraction, for every single CAP—conversely CCP—there is not only one solution. Different kinds of solution can be classified with respect
to different minimality criteria. Colucci et al. (2003a), Di Noia et al. (2003a), and Colucci et al. (2004) present the definition of some minimality criteria and corresponding complexity results.

Approximate Resource Retrieval via Concept Abduction and Concept Contraction

We now show how the previously introduced services can help in an approximate, semantic-based search of resources, fully exploiting their structured description. Let us suppose to have request R and an appealing resource O such that $T \vdash R \cap O \equiv \bot$, that is, they are incompatible. In order to gain compatibility, a Concept Contraction is needed so that giving up G in R, the remaining K can be satisfied by O. Now, if $T \not\vdash O \subseteq K$, the solution HK to the CAP $\langle L, R, O, T \rangle$ represents what is in K and is not specified in O.

As the O obtained is an approximated match of R, then a measure is needed on how good the approximation is. Given more than one appealing resource, which one is the best approximation? How can it be assigned a numerical score to the approximation, based on K, H and G, in order to rank the resources?

In table 1, we present a simple algorithm to provide answers to the raised issues.

Notice that $H = abduce(O,R,T)$ [rows 3,6] determines H is a solution for the CAP $\langle L, R, O, T \rangle$; $(G,K) = contract(O,R,T)$ [row 2] determines $(G,K)$ is a solution for the CCP $\langle L, R, O, T \rangle$.

The algorithm retrieve returns values useful in a retrieval system where explanation of the results is needed and/or a belief revision process is admitted.

[rows 1-4] Having a requested resource R and an offered one O, if their descriptions conjunction is not satisfiable w.r.t. the ontology they refer to (i.e., they are not compatible with each other for some concepts in their descriptions), first a contraction on R is performed in order to regain compatibility [row 2], and then what is to be hypothesized in O in order to completely satisfy R (its contraction) is computed [row 3]. The returned values represent:

- **G**: What is to be given up in the request in order to continue the process, or, in other words, why R is not compatible with O.
- **HK**: After the contraction of R, the request is represented by K, that is, the portion of R which is compatible with O. HK represents what is to be hypothesized in O in order to completely satisfy K, or, in other words, why O does not completely satisfy K.

Table 1.

<table>
<thead>
<tr>
<th>Algorithm Retrieve($O,R,T,L$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>input $O$, $R \in Kb$ concepts in $L$ such that both $T \sqsubseteq O$ and $T \sqsubseteq R$.</td>
</tr>
<tr>
<td>output $(G,H)$, respectively, the part in R that should be given up and the part in O that should be hypothesized in order to find an exact match between O and R.</td>
</tr>
<tr>
<td>begin algorithm</td>
</tr>
<tr>
<td>1: if $T \sqsubseteq R \cap O \cap \bot$ then</td>
</tr>
<tr>
<td>2: $(G,K) = contract(O,R,T)$;</td>
</tr>
<tr>
<td>3: $H_K = abduce(O,K,T)$;</td>
</tr>
<tr>
<td>4: return $(G,H_K)$;</td>
</tr>
<tr>
<td>5: else</td>
</tr>
<tr>
<td>6: $H = abduce(O,R,T)$;</td>
</tr>
<tr>
<td>7: return $(\emptyset,H)$;</td>
</tr>
<tr>
<td>end algorithm.</td>
</tr>
</tbody>
</table>
If the conjunction of R’s and O’s description is satisfiable w.r.t. the ontology they refer to, then no contraction is needed and only an abductive process is carried out.

The algorithm does not depend on the particular DL adopted. Based on the minimality criteria proposed by Di Noia et al. (2003a), the length |H| of the solution to a CAP for an ALN DL can be computed as proposed by Di Noia et al. (2003c). Hence, a relevance ranking score can be computed by an utility function defined as $U(|G|,|K|,|HK|)$.

Hence, the retrieve algorithm is hereafter presented with the aid of a simple example. Let $T, R, O$ be a set of axioms, a searched resource description, and an available resource description, respectively, defined as follows:

$$T = \{$$
$\text{PC} \sqsubseteq \text{Computer} \sqcap \exists \text{hasOS}$
$\text{HomePC} \sqsubseteq \text{PC} \sqcap \forall \text{hasOS}. \text{MS} \sqcap \exists \text{pointer}$
$\text{HighLevel} \sqsubseteq \exists \text{cost} \sqcap \forall \text{cost}. \text{Expensive}$
$\text{Expensive} \sqsubseteq \neg \text{Cheap}$
$\text{MS} \sqsubseteq \neg \text{Unix}$
$$\}$$

$R = \text{HomePC} \sqcap \exists \text{monitor} \sqcap \forall \text{pointer}. \forall \text{cost}. \text{Cheap}$

$O = \text{PC} \sqcap \exists \text{pointer} \sqcap \exists \text{pointer}. (\text{Mouse} \sqcap \text{HighLevel}) \sqcap \forall \text{hasOS}. \text{Unix}$

First, we observe that $T \models R \sqcap O \equiv \bot$, due to the specifications on both Operating System and cost of the pointer. Hence, the algorithm performs a Concept Contraction solving the CCP $\langle L, R, O, T \rangle$. A solution for the previous CCP is:

$$\langle G, K \rangle = \langle \text{HomePC} \sqcap \exists \text{monitor} \sqcap \forall \text{cost}. \text{Cheap}, \text{PC} \sqcap \exists \text{pointer} \sqcap \exists \text{monitor}\rangle$$

After the contraction operation, the remaining part of R is not yet satisfied by O. That is, $O \not\sqsubseteq K$ does not hold. To compute what is needed in order to realize the subsumption relation, retrieve solves the CAP $\langle L, K, O, T \rangle$. A solution for the previous CAP is: $HK = \exists \text{monitor}$

If the searching agent—with the term agent used in its broadest sense—is interested in O, it must give up HomePC $\sqcap \forall \text{pointer}. \forall \text{cost}. \text{Cheap}$ in its R and ask for further information about $\exists \text{monitor}$.

Retrieval performances have been usually evaluated in classical full text information retrieval in terms of precision and recall. Although such measures require large datasets to have any significance, it can be expected that semantic-based retrieval can provide at least a noteworthy improvement in precision, with respect to free-text probabilistic approaches.

**FUTURE TRENDS**

As the Semantic Web initiative gets momentum, more and more resources described using structured descriptions—based on ontologies—will become available (Schwartz, 2003). Current and future application scenarios of the semantic-based retrieval techniques presented here include: electronic-marketplaces of tangible or intangible goods, skill management systems, mediators for Web service discovery and for grid-based computational resources, and dating and personnel recruitment agencies. The increased availability of semantically annotated descriptions will hence boost the emergence of knowledge-based systems able to take full advantage of these structured descriptions to obtain accurate and efficient retrieval. The framework and services described in this article are general enough to be used in the approximate search and retrieval of a variety of resources, and systems using them can provide—adopting different minimality criteria—logically motivated relevance-based rankings in the retrieval process. The necessary trade-off between expressivity and performance of semantic-based systems is likely to be ex-
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exploited adopting various approaches. Among them, tableau-based algorithms (Colucci et al., 2004); careful choice of constructs able to keep complexity tractable, as proposed for example with DL-Lite by Calvanese, De Giacomo, Lenzerini, Rosati, & Vetere (2004), and combined use of DL-based reasoners with classical relational databases to face scalability issues when dealing with large numbers of individuals (Horrocks, Li, Turi, & Bechhofer, 2004).

CONCLUSION

We have presented and motivated new DL-based inference services for semantic-based resource retrieval. Currently, our approach is fully devised, and algorithms and a prototype system have been implemented for an ALN description logic. Work also is in progress to extend the approach to more expressive DLs, while keeping time performances still acceptable.
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